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A B S T R A C T

This paper presents an artificial intelligence based analysis for fast development of jet fuel chemical kinetic
mechanisms through optimal constraining of parameters. The need to generate chemical kinetic mechanisms
rapidly with less uncertainty is a critical requirement to efficiently assess newly introduced sustainable aviation
fuels. To overcome the under-constrained nature of the optimization process with readily available but limited
data, a hybrid response surface technique was developed to rapidly repeat this fitting process and provide
a distribution of solutions. Through this approach, not only can the uncertainties be quantified, but the
distribution of solutions can also be used to identify additional data that can reduce those uncertainties.
Since extensive experimental measurements can be costly, the ability to identify a limited set of additional
data can be of great importance. In this study, we demonstrate this approach using a Jet-A chemical kinetic
mechanism that was optimized towards new experimental ignition delay measurements using the hybrid
response surface network approach. This mechanism is shown to produce well-constrained ignition delay
predictions at conditions of other ignition delay data in the literature, but significant uncertainty in chemical
species were observed when compared to shock tube pyrolysis species measurements. By constraining one key
chemical species from the response surface analysis, it is shown that most of the uncertainty in the remaining
species was also reduced and utilizing two species provided extremely strong constraints. The results suggest
that adding even a single species measurement to the mechanism development would significantly reduce the
uncertainties in the optimization process.
1. Introduction

The development of practical chemical kinetic mechanisms for com-
bustion simulations is an important task for the efficient and inexpen-
sive testing and screening processes of new fuels. Considering recent
attention on the environmental and economic concerns associated with
the use of petroleum-based fuels, new sustainable aviation fuels are
being created at an increasingly fast rate, but generating chemical
kinetic models at the same speed is challenging. These sustainable
aviation fuels can come from a wide variety of feed stocks and for-
mulation processes which results in fuels with widely varying chemical
compositions and combustion characteristics [1]. If a fuel is composed
of a small number of well-known species, detailed modeling of the
true chemical reactions may be possible, but these fuels are often
composed of many species that cannot be fully modeled without ex-
tensive characterization of the fuel composition and extremely large
chemical kinetic mechanisms [2]. These large mechanisms are not
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practical for the realistic combustion simulations required for resolving
the wide-ranging combustion characteristics of sustainable fuels [3].

Optimization methods have been used extensively in the past for the
fitting of reaction models, most notably with Gri-Mech, but the uncer-
tainty spaces of more recent models have continued to increase [4,5].
Numerous kinetic systems contain parameters that exhibit pronounced
nonlinearities and couplings which lead to nonconvex optimization,
implying that the optimized rate represents just one specific instance
within a multi-modal distribution. The uncertainty of a chemical kinetic
model arises from two factors: the simplicity of the model and the
optimization process.

With the goal of rapidly developing mechanisms for new fuels, a
data-driven optimization method was presented in previous works [6,
7]. The optimized mechanisms accurately described conditions spec-
ified in the experimental target data, but the uncertainty in other
parameters of the model could not be clearly identified. To better
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understand this problem, a hybrid response surface network technique
was developed to search the uncertainty space in this data driven op-
timization process [8]. To adequately quantify these larger uncertainty
spaces, deep learning based response surface approaches can bypass
the large computational costs associated with this process [9,10]. The
hybrid response surface network approach focuses on specific regions of
interest since generating a general response surface can struggle to ac-
curately approximate complex models with a high number of uncertain
parameters through both high- and low-temperature chemistry.

This study presents a demonstration of the hybrid response surface
network method using new experimental ignition delay measurements,
thereby visually showing the uncertainty of an optimized mechanism
through simulations of ignition delay and species measurements. In
this study, Jet-A was chosen as the representative fuel due to its
widespread use and abundant data, and a framework was developed
for analysis. This abundant data can then be leveraged to show the
constraining ability of additional validation data on the final model
uncertainty. While ignition delay measurements are widely used for
model validation, the information gained from this Jet-A constraining
can be used to inform which other experimental measurements reduce
the model uncertainties in the most efficient manner.

2. Experimental methods

Experimental ignition delay measurements have been the basis
for the optimization of mechanisms using the data-driven and hybrid
response surface network methods. Ignition delay offers key insights
into the overall timescales of combustion which is critical for modeling
because the design of many real combusting systems depends strongly
on the chemical ignition timing of the fuel [11]. The accessibility of the
experimental methods also allows for wide ranges of temperature, pres-
sure, and equivalence ratio conditions to be measured. For this study,
Jet-A was chosen as the fuel because of its standardized use in aviation
and the availability of extensive experimental data. Jet-A is a petroleum
derived aviation fuel with a broad distribution of components. The Jet-
A used in this study is designated as A2 or POSF10325 by the National
Jet Fuel Combustion Program [12].

To measure ignition delay, the shock tube at the University of
Illinois Urbana-Champaign was used. This shock tube produces the
test conditions through an incident and reflected shock in a heated
driven section. The non-heated driver section of the shock tube is
separated from the driven section by a expendable diaphragm with
assisted bursting by a bladed insert to create consistent conditions
between experiments and limit debris. A conical insert in the end of
the driver section counteracts the test section pressure rise after the
reflected shock. Measurement of the incident shock speed is taken from
five evenly spaced PCB Piezotronics 113B22 pressure transducers while
the ignition delay measurement was collected from an additional Kistler
603B pressure transducer near the end wall of the shock tube. Fuel
mixtures, created from undiluted UN1002 air and evaporated liquid
Jet-A, are prepared in an external heated mixing vessel that is fed into
the shock tube through heated lines.

For mechanism development experimental target data, two pres-
sures of 20 and 32.5 bar were chosen to validate conditions close to
practical combusting systems and provide information on the pressure
dependence of Jet-A. A temperature range from 650–1250 K was
measured to cover high temperature, low temperature and negative
temperature coefficient (NTC) chemistry regions. Equivalence ratios
of 0.5, 1.0, and 1.3 were measured to represent fuel-lean, stoichio-
metric, and fuel-rich combustion respectively. A fuel-rich condition at
32.5 bar was not measured to limit soot deposition in the shock tube.
The experimental ignition delay measurements for Jet-A are shown in
Fig. 1 where the trends of low-temperature, NTC, and high-temperature
ignition can be seen. In this study, simulations of ignition delay were
performed in an ideal reactor without changes in temperature and
pressure due the pressure consistency seen in the test section during
2

Table 1
Fuel decomposition reaction set: HyChem Jet-A re-
actions unbolded, added reactions bolded (Jet-A:
averaged fuel molecule, R: pseudo alkyl radical of
Jet-A , Q: pseudo -2H molecule of Jet-A).
R1 Jet-A → (pyrolysis products)
R2 Jet-A + H → (R) + H2
R3 Jet-A + CH3 → (R) + CH4
R4 Jet-A + OH → (R) + H2O
R5 Jet-A + O2 → (R) + HO2
R6 Jet-A + HO2 → (R) + H2O2
R7 Jet-A + O → (R) + OH
R8 (R) → (pyrolysis products)
R9 (R) + O2 → (ROO)
R10 (ROO) ↔ (Q) + HO2
R11 (ROOH) ↔ (RO) + OH
R12 (RO) → (pyrolysis products)
R13 (ROO) + HO2 ↔ (ROOH) + O2
R14 (ROO) ↔ (QOOH)
R15 (QOOH) ↔ (QO) + OH
R16 (QO) → (pyrolysis products)
R17 (QOOH) ↔ HO2 + (Q)
R18 (QOOH) + O2 ↔ (OOQOOH)
R19 (OOQOOH) ↔ (HOOQ-HO) + OH
R20 (HOOQ-HO) → (pyrolysis products)
R21 (Q) → (pyrolysis products)

experimentation. Any tests with significant pressure changes due to
contact surface, boundary layer, or early expansion interaction were
disregarded. The simulation results of HRSN-SGDE in Fig. 1 will be
explained in Section 4.

3. Chemical kinetic model

To rapidly develop a chemical kinetic mechanism for a multi-
component jet fuel, it would be difficult to accurately model every
major component in the mixture. The surrogate fuel modeling method
circumvents this process by approximating the multi-component fuel
as a mixture of well-known and previously modeled fuel species [13].
Another way of approximating the complicated fuel molecule is the
HyChem method which approximates the multi-component fuel as a
single averaged species and then lumps the fuel pyrolysis and oxidation
reactions into a few reaction steps that terminate into smaller interme-
diate species [14]. The oxidation of these smaller intermediate species
is described with a well validated detailed chemistry model (USC-Mech
II) [15]. To reduce computational costs and allow for applicability to
CFD, this study applied the HyChem Jet-A mechanism [14]. However,
the framework developed in this study is versatile enough to accom-
modate other mechanisms, including reduced mechanisms. This Jet-A
HyChem mechanism, with some modifications, is used as a case study
to show the constraining ability of the hybrid response surface network
when combined with strong experimental data.

The experimental temperature range covers much of the low tem-
perature chemistry and NTC regions of the fuel. To leverage this
data and provide additional uncertain values for this study, the low
temperature chemistry sub-model in the HyChem Jet-A mechanism was
modified to include additional reactions. The final set of the reactions in
both the high temperature and low temperature sub-models are shown
in Table 1, with the new reactions shown in bold. The structure of the
low temperature chemistry sub-model is taken from the work on low
temperature chemistry by Zádor et al. [16]. The changes add additional
pathways for the decomposition of the alkylperoxy radical (ROO) and
the hydroperoxyalkyl radical (QOOH).

4. Hybrid response surface network

With experimental ignition delay measurements and the base Jet-
A mechanism, the reaction rate coefficient fitting procedure could be
completed. The reactions shown in Table 1 are the variable reactions
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Fig. 1. Experimental (symbols) ignition delay of Jet-A and constrained simulations (lines: actual simulations in green with upper and lower bounds in black) from HRSN-SGDE
at pressures of 20, and 32.5 bar and equivalence ratios of 𝜙 = 0.5, 1.0, and 1.3.
for the optimization with unchanged nominal reaction rate coefficients
from the Jet-A HyChem mechanism. Nominal reaction rate coefficients
for the new low-temperature pathways were selected from similar re-
actions in literature. All Arrhenius reaction rate coefficients, referenced
as the pre-exponential factor (A), temperature dependence coefficient
(n), and activation energy (Ea), were allowed to be modified, other
than those that were nominally zero. The temperature dependence
coefficients in the reactions for the low-temperature chemistry sub-
model are all set equal to zero [17]. The two activation energies for
Reaction 9 (R9) and Reaction 18 (R18) were also set to zero, which
are reactions with O2 in the low temperature sub-model as described
by the HyChem Jet-A mechanism [14]. The parameter boundaries
were selected from the molecules of the highest and lowest chemical
reactivities from the Jet-A composition [12]. Roughly, bounds of ±2
for log of A, ±2 for n, ± 30% for Ea were chosen.

While the optimization method can provide reliable fits of exper-
imental target data, which in this study is ignition delay, it does not
guarantee a globally optimal solution or provide information about
possible other solutions. These uncertainties are critical for evaluating
a mechanism and can be quantified by repeating the optimization
process many times. Because a single optimization requires significant
computational cost, the time cost of this repetition scales rapidly to an
infeasible amount even with extensive computational capabilities. To
solve this problem, the hybrid response surface network and stochastic
gradient descent ensemble (HRSN-SGDE) technique was developed to
significantly decrease the time needed to run the optimizations. The
introductory work on this technique demonstrated the benefits and
structure of the method in detail and a summary is presented here [8].

4.1. Model overview

The HRSN model in the context of this study can be generally
described as a method to approximate the simulation of ignition delays
from an input of reaction rate coefficients. This allows this model
to be directly substituted for the true and expensive simulation in
the mechanism optimization process. This model is not general to all
possible reaction rate coefficients and any temperature, pressure, and
equivalence ratio condition. Instead, it must be trained for specific
coefficients that are bound to a finite range and for a defined set of
output ignition delay conditions.

Due to the large simulation space that is being approximated by
this model, it was not possible to efficiently create a response surface
model that accurately fit this entire space. To solve this issue, a two
3

model approach was developed instead. The first model, called the
local surrogate, is trained only on data from a reduced sub-space
which produces simulation results near to the target experimental data.
Because the local surrogate is trained on a reduced data space, it is
much more accurate for this important region of data. The second
model, called the classifier, generally predicts how likely a random
sample is to be in this reduced target sub-space. The full HRSN-SGDE
process is split into random sampling, active sampling, and solution
generation steps, where the first two steps train the local surrogate
and classifier models, and the final step applies these models to rapidly
optimize the Jet-A mechanism.

4.2. Model training

To create the models, a large set of training data is needed to
adequately covers the search space. This study applied sobol sampling,
which is a quasi-random selection process to more efficiently cover
the search space. For the number of inputs parameters and output
conditions, an optimal sampling size was found to be on the order of
one million. After random sampling, the local surrogate and classifier
models can be trained. Samples within the reduced target sub-space,
defined as ±0.5 around the log normalized target ignition delay values,
are used to train the local surrogate, while the classifier is trained
on the full data set. The probabilistic structure of these two models
can then inform future sampling so that it focuses on regions where
the models have inaccuracies. This process, called active sampling,
prioritizes regions first that the classifier predicts to be within the
target sub-space and the local surrogate is uncertain, and second where
the classifier itself is uncertain. Active sampling and model training in
batches improves the accuracy of the two models at a much faster rate
than further random sampling and is terminated once both the local
surrogate and classifier accuracy is at a sufficient level. Some error is
allowed to limit the time required for training.

4.3. Solution generation

With trained local surrogate and classifier models, the optimization
process can be completed without costly simulations. A benefit of
the HRSN method is that the resulting models are differentiable, and
the optimization problem can be completed using stochastic gradient
descent (SGD). The classifier imposes a strong gradient towards the
target sub-space where the local surrogate then controls the output
more precisely and the SGD can converge to a solution. Maximum error
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Fig. 2. Histogram of each modified reaction rate coefficient for the full solution set
and solution set with simulation numerical error.

bounds are imposed on the final solution so that non-optimal solutions
are screened. To create the distribution of solutions, the optimization
process is repeated with varying initial reaction rate coefficients which
were pulled randomly from a normal distribution inside the search
space. Compared to pulling from a uniform distribution, the normal
distribution slightly favored solutions towards the center of the distri-
bution. With the wide uncertainty bounds chosen for this study, the
normal distribution was preferred.

5. HRSN-SGDE results

5.1. Optimized parameter distributions

HRSN-SGDE was then applied to the Jet-A base mechanism to
generate one thousand reaction models that were optimized towards
the experimental ignition delay measurements. The random sampling
process consisted of one million samples before transitioning to active
sampling with five-hundred thousand samples. The distributions of the
solution reaction rate coefficients are shown in Fig. 2. A notable feature
of the rate coefficient histograms are the large tails that appear at the
boundaries of the search space. This is an artifact of the optimization
process and indicates that for many of the solutions, the ideal location
of a parameter likely occurred outside of the set boundaries. While
this artifact is not ideal, completely unbounded optimizations are not
physical, so the chosen boundaries will necessarily have some effect
on the final solution set. The non-ideal solution also produced ignition
delays within the error limit of the optimization, which indicates that
any improvements from moving outside of the set boundaries are
negligible since all solutions within the error limit are considered to
be of equal value.

When simulating results that will be shown in future sections, a
portion of the mechanisms occasionally triggered numerical errors that
caused the simulations to fail. The mechanisms where these errors
occur are shown alongside the full solution histogram. Many of the
error distributions appear nearly identical to the full distributions, indi-
cating that those parameters were likely not the cause of the numerical
errors. The temperature power coefficients (n) contribute significantly
to the appearance of an error, particularly in reaction seven (R7).
When choosing a final mechanism, regions with a high error probability
should be avoided.
4

Fig. 3. Relative magnitude of correlation between each of the reaction rate coefficients
that are modified in this study.

5.2. Reaction rate coefficient correlations

To further study the solution space of the reaction rate coefficients,
the joint correlations between each optimized coefficient are shown
in Fig. 3. As expected, the largest correlations are found between
the coefficients of the same reaction. The scaling of the heat map
was adjusted to amplify any variation between reactions rather than
focusing on intra-reaction outliers, but even with this amplification,
very few correlations are notable. The largest inter-reaction correlation
occurs between ‘‘R18:A’’ and ‘‘R15:A’’. Additionally, the correlations
between high-temperature coefficient reactions one through five, and
the correlations between low-temperature coefficient reactions fifteen
through nineteen are more distinct as groups. Overall, the lack of strong
and distinct correlations between the optimized reaction rate coeffi-
cients suggests that the optimization convergence is not dependent on
only a small set of reactions and rather is dependent on a more complex
combination of the full set of reactions.

The joint probability density functions (PDF) of these two regions
are shown in more detail with the selected high-temperature coeffi-
cients in Fig. 4(a) and the low-temperature coefficients in Fig. 4(b). By
comparing the actual joint distribution of solutions to an uncorrelated
joint distribution, any differences show rate coefficient coupling during
the optimization. A large shift of the actual distribution from the
uncorrelated distribution indicates that the relationship between those
reaction rate coefficients were important to the final converged solu-
tions. The high temperature coefficient PDFs clearly show the strong
intra-reaction correlation of Reaction 5 with a nearly linear solution
distribution compared to the round uncorrelated distribution. The re-
maining high-temperature correlations show some deviation from the
uncorrelated baseline, such as ‘‘R5:Ea’’ with ‘‘R2:n’’ where the peaks of
the distribution are slightly shifted.

The ‘‘R18:A’’ and ‘‘R15:A’’ joint PDF shows a strong correlation.
The competition between these two reactions determines the balance
of final pyrolysis pathways in the low-temperature sub-model of the
mechanism. Reaction 15 defines QOOH to QO conversion, which is
followed by the QO pyrolysis reaction. These reactions result in the
generation of OH radicals at lower temperatures, subsequently leading
to the production of water and heat. This increase in temperature
diminishes the time delay for the fuel to reach the decomposition
temperature of H2O2. Reaction 18 converts QOOH to OOQOOH which
has the possible pyrolysis pathways of Q and HOOQ-HO. The QOOH
to QO pathway was one of the additions to the original HyChem Jet-A
mechanism and the strong correlation between these rate coefficients
suggests that the balance of these two reaction rates in this version
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Fig. 4. Selected joint PDFs of high (a) and low (b) temperature sub-model reaction
rate parameters.

of the mechanism is important to the low-temperature ignition delay
times. This correlation is not unexpected as this balance between
the chain branching initiated by the addition of O2 to QOOH and
the decomposition of QOOH has been shown to be critical in other
works [18]. The remaining low temperature joint PDFs are similar to
the high-temperature correlations, with slightly shifted distributions
but no significant trends.

5.3. Fitting of experimental conditions

The ignition delays simulated from the optimized chemical kinetic
mechanisms of Jet-A are shown with the experimental ignition delays
in Fig. 1. Because of the error limit defined in the optimization process,
the mechanisms are well constrained at these conditions. The fuel-
lean high pressure condition exhibits the most error at intermediate
temperatures, as the NTC behavior is not matched perfectly. At the
fuel-lean conditions, there is a small subset of mechanisms that have
significantly larger error than the average which is likely caused by an
imperfect HRSN model and can be screened out when choosing a final
mechanism.

6. Mechanism validation and constraining

6.1. Ignition delay

To better understand the constraining ability of additional ignition
delay measurements and the applicable range of the mechanisms opti-
mized by the response surface and gradient descent, Jet-A (POSF10325)
5

Fig. 5. Ignition delay simulation distributions (lines) and experimental data (symbols)
from Burden et al. [19] at 20, 40, and 80 bar and 𝜙 = 1.0.

experimental ignition delays were referenced from Burden et al. at
Rensselaer Polytechnic Institute (RPI) [19]. The experimental measure-
ments cover pressures of 20, 40 and 80 bar with stoichiometric fuel
and air mixtures as shown in Fig. 5. At the 20 bar condition the RPI
experimental data agrees with the new experimental data measured
in this study at high temperatures, above 900 K, and at the lowest
temperatures, below 750 K, but was measured to have longer ignition
delays in the NTC region. When comparing the RPI experimental data
to the distribution of optimized mechanisms at the higher pressure
conditions not measured in this study, more error is found. At the
40 bar condition, more significant error is seen in the NTC region and
large error occurs at the lowest temperatures, but the high temperature
data matches well with the simulations. The 80 bar condition has a
similar trend to 40 bar but the error in the NTC is smaller.

The experimental ignition delay disagreement between this study
and RPI at 20 bar and temperatures between 750 and 900 K appears
to be propagated through the higher pressure conditions. While the
fuels in both studies are ostensibly the same, low-temperature igni-
tion behavior is sensitive and any batch differences between studies
could have a significant effect. Even though there is error between
the simulations and the experimental data, the simulation distribution
itself is already well constrained at the 40 bar condition and only very
high pressure measurements would add any significant constraint to the
solution space.

6.2. Pyrolysis species measurements

The versatility of the constrained model was tested through ap-
plication to shock tube pyrolysis species data of Jet-A taken at the
University of Illinois Chicago [20]. The pyrolysis experimental data
includes the concentrations of twelve intermediate species in the break-
down of Jet-A over a range of temperatures for pressure conditions
of 25 and 90 atm. The 25 atm pressure case was used for this study.
This experimental data is contrasted with the species concentrations
obtained from usage of the one thousand optimized mechanisms in the
‘‘Unconstrained’’ columns in Fig. 6. The mechanisms qualitatively show
good agreement with the pyrolysis data for some species, and poor
agreement for other species. Often, the mechanisms produce distinct
modes where groups of mechanisms agree for a species across the
temperature range.

A quantitative metric known as mean absolute percentage error
(MAPE) assesses the error between each mechanism’s species prediction
and the experimental data. MAPE is computed separately for each
species and optimized mechanism at each experimental temperature
condition including those where the experimental value is near zero.
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Fig. 6. Unconstrained and constrained distribution of Jet-A pyrolysis species simulations (lines) compared to experimental measurements (symbols) from Han et al. [20].
Fig. 7. Error of simulation to experimental pyrolysis data for each species.

While these zero regions do create a larger error, this prioritizes sim-
ulations that match the temperature trend of the experimental results.
Results in Fig. 7 show, for each of the 12 species, the percentage of
optimized models that produce simulations with an error below the
value on the 𝑥-axis. Larger error values correspond to concentration
profiles with larger deviations from the experimental data. All 100%
of the mechanisms for a given species are included when the maximal
error for that species is reached.

A vertical line in Fig. 7 indicates a region where many mechanism
profiles produce the same error from the experimental data. The step-
like behavior of some species, such as ethylene (C2H4), exhibits the
presence of multiple distinct modes in the mechanism predictions. The
MAPE metric suggests an ideal species to constrain the mechanisms
would be a species with low error from the experimental data as well
as step-like behavior allowing the elimination of as many larger-error
mechanisms as possible. The ‘‘Constrained’’ column in Fig. 6 shows the
effects of constraining the one thousand mechanisms by the species
C2H4 and methane (CH4), the two species with the lowest error values.

Each of the two constraining species pares the mechanism set of
one thousand down to the 15% of solutions with the lowest error
with respect to the constraining species. C2H4 and CH4 constrain some
species similarly, such as diacetylene (C4H2). Other species, such as
propene (C3H6), show little overlap in the remaining mechanisms left
by the two constraining species. While using an individual species as a
constraining tool can significantly reduce the uncertainty space of the
optimization problem, combining as a joint species constraint is even
more effective. The resulting constrained space is reduced to 1.8% of
the original size when combining the two species with 15% constrained
6

spaces. This indicates that the C2H4 and CH4 species histories have
very low correlation and are an especially effective combination for
constraining this Jet-A mechanism. Each of the two constraining species
pares the mechanism set of one thousand down to the 15% of solutions
with the lowest error with respect to the constraining species. C2H4
and CH4 constrain some species similarly, such as diacetylene (C4H2).
Other species, such as propene (C3H6), show little overlap in the
remaining mechanisms left by the two constraining species. While using
an individual species as a constraining tool can significantly reduce
the uncertainty space of the optimization problem, combining as a
joint species constraint is even more effective. The resulting constrained
space is reduced to 1.8% of the original size when combining the two
species with 15% constrained spaces. This indicates that the C2H4 and
CH4 species histories have very low correlation and are an especially
effective combination for constraining this Jet-A mechanism.

7. Application beyond Jet-A

While the method shown in this work was demonstrated on Jet-A,
the future application would be the development of mechanisms for
SAFs to predict their performance in existing and future combustion
systems. This method requires both a base mechanism structure that
can represent the SAF composition as well as experimental data. The
compositions of some sustainable fuels would be inadequately repre-
sented by the HyChem based model structure presented here, though
this model formulation can be adapted for SAFs as has been done
for an alcohol-to-jet fuel [21]. For fuels with oxygenated compounds,
a modified HyChem structure that separately models the oxygenated
and non-oxygenated compounds could be applied, as has been done
with gasoline and ethanol mixtures [22]. If this is still insufficient, a
surrogate fuel mechanism can also be optimized using the HRSN-SGDE
method presented in this work by identifying uncertain reaction rates
or optimizing the surrogate fuel fractions [23]. Significant experimental
data sets for SAFs have already been collected in works such as those
by Oßwald et al. and Kathrotia et al. [24,25]. While it was shown here
that benzene (C6H6) and toluene were constrained by C2H4 and CH4,
the HyChem approach does not model all possible soot precursors and
care should be taken in future mechanisms to validate soot precursors
with experiments like those just referenced. For newer fuels without
experimental testing, a reduced set of experimental data should be
collected that prioritizes key performance conditions and species for
a specific application to minimize development time.
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8. Conclusion

Using the hybrid response surface networks followed by stochastic
gradient descent ensemble method, one thousand mechanisms were
optimized towards new experimental ignition delay measurements of
Jet-A. Analysis of the resulting distribution showed that the current
experimental ignition delay measurements were sufficient to constrain
the ignition delays of the mechanism, but species histories showed
unconstrained behavior. By utilizing species data from literature, it
was shown that even a single species can constrain the solution space
well, but two species when chosen correctly can significantly decrease
the uncertainty in the mechanism. The authors want to highlight that
while this paper delves into a jet fuel mechanism using the HyChem
approach, the suggested framework is adaptable to virtually all kinetic
models. The methodology employed in this research facilitates the swift
generation of mechanisms for newly introduced sustainable aviation
fuels.

Novelty and significance statement

The result of the current work presents a method to rapidly generate
chemical kinetic mechanisms and identify the most efficient way to
reduce the uncertainty through the use of a machine learning based
hybrid response surface approach. Such a process is an urgent need
for sustainable aviation fuels as they are being created at an increas-
ing rate. This work is significant as it visually shows how additional
experimental measurements can impact the ability to constrain the
mechanism and reduce the uncertainty. Without the machine learning
approach, uncertainty quantification would be prohibitively costly in
terms of computational time. As a result, the novel methodology pro-
posed here allows for the creation of mechanisms that are reliable,
computationally efficient, and able to be developed with a limited set
of validation data.
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